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6.4 Distribution and Scheduling

The benefits of concurrent execution come at the cost of distributing and schedul-
ing work and detecting any conflicts. In a Transactional Memory system the
scheduler is regarded as a component of the transaction manager. This section
describes how the scheduling problem can be reduced to one of load-balancing
concurrent execution. A two-level scheduler intended for a parallel workload can
be utilised to load-balance concurrent execution.

The overhead associated with distributing parallel work on a Chip Multi-
Processor is high and for many workloads the overhead of distribution exceeds
the benefit of parallel execution. The overhead associated with distributing and
scheduling concurrent Memory Transactions is significantly higher than that as-
sociated with distributing a similar amount of parallel work because of the addi-
tional effort required to ensure correct concurrent execution.

The main contribution of this section is observation that, once isolation and
progress pathologies have been eliminated, the problem of scheduling Memory
Transactions is similar to that of distributing parallel work. This section focuses

on using an existing two-level scheduler to schedule Memory Transactions.

6.4.1 Scheduling

Transactional Memory systems implement transaction scheduling strategies that
do not make a distinction among the transaction management tasks of concur-
rency control, contention management and load-balancing.

Transactional Memory systems may try to improve the efficiency of concur-
rency control by scheduling transactions to avoid conflicts and reduce the over-
head of wasted work. These benefits should be balanced against the scalability
restrictions of centralised concurrency control.

Transactional Memory systems that make weak progress guarantees may sched-
ule transactions to avoid progress pathologies. The benefits of guaranteed progress
should be balanced against the scalability restrictions of centralised contention
management.

A Transactional Memory system should execute a workload that is known
not to contain conflicting tasks without incurring the overhead of concurrency
control.

The problem of scheduling parallel work on a Chip Multi-Processor is solved
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by using a two-level scheduler.
Section 6.4.3 describes the scheduling of parallel work on a Chip Multi-Processor.

The overhead of scheduling work on a parallel system imposes a lower limit
on the size of chunks of work that are worthwhile scheduling and the additional

overhead of concurrency control raises this limit further.

Section 6.4.5 describes how these limits influence the design of a transactional

system.

An access function of an Immutable Data Structure is responsible for concur-
rency control, which alleviates the need for centralised concurrency control, and
it also guarantees progress, which alleviates the need for centralised contention
management. The only transaction management task that requires centralisation

is scheduling.

A solution to the scheduling problem should isolate and simplify the schedul-
ing component of transaction management and make it compatible with mecha-

nisms for distributing parallel work.

6.4.2 Load-balance

The task of scheduling transactions can be simplified to the point that it is similar
to that of load-balancing parallel work. This proposal satisfies the requirements
because it isolates the scheduling task and provides a mechanism for scheduling

tasks which are known not to conflict.

The overheads associated with scheduling concurrent work to reduce conflicts
are difficult to justify through increased speed-up because scheduling around con-

flicts requires a centralised transaction manager and this restricts scalability.

The overheads associated with scheduling concurrent work to ensure progress
are difficult to justify through increased speed-up because scheduling transactions
to ensure progress requires a centralised view of contention management and this

restricts scalability.

When these requirements are removed the problem of scheduling is reduced
to one of load-balancing. If it is known that there are no dependencies between
access functions then a parallel work scheduler can schedule them to be executed

in parallel without the overhead of concurrency control.
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The execution of an access function may be regarded as a Memory Trans-
action. The access functions of an Immutable Data Structure implement a dis-
tributed transaction manager internally. When a conflict is detected the trans-
action manager schedules the transaction for re-execution by adding it to the
work-list of the scheduler.

The validate and meld functions are used to implement concurrency control in
a Canonical Binary Tree. These functions can be wrapped by the functions which
implement an ADT so a function acting on an Immutable Data Structure can
be regarded as a chunk of work that can be scheduled by a two-level scheduler.
If the validate function fails then the version of the Immutable Data Structure
created by the function is discarded and the function may be re-tried. Re-try is

implemented by placing the chunk of work back on the work-list.

6.4.3 Scheduling parallel work

The science of High Performance Computing focuses on the parallel execution of
programs on supercomputers. Its main application is in the simulation of physical
systems which evolve over time. Dowd provides a general introduction to High
Performance Computing [Dow93]. Kumar describes how schedules for executing
parallel work can be determined statically, by the analysis of parallel algorithms
[KGGK94|. Parallel algorithms focus on orchestrating the execution of discrete
units of work which can be performed in parallel.

The scheduling of parallel work on a Chip Multi-Processor is different from
orchestrating parallel work on a supercomputer. Chip Multi-Processors generally
have a lower number of processors than Supercomputers and each processor shares
a common cache and a common path to main memory. The effects of caching
mean that the tasks scheduled on separate execution units affect each other in
ways that are difficult to predict. Mattson describes common parallel applica-
tion design patterns, which are very different from those of High Performance
Computing [MSMO04].

The problem of scheduling parallel work on a Chip Multi-Processor cannot
be addressed by static analysis of algorithms alone, so parallel work should be
marshalled and load-balanced by a dynamic scheduler. A two-level scheduler
implements a dynamic scheduling algorithm for parallel work. Two-level sched-
ulers are designed to permit parallel workloads, such as the simulation of physical

systems, to be efficiently executed by a Chip Multi-Processor.
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Blumofe introduces CILK which is a two-level scheduling system for parallel
workloads [BJKT96]. CILK implements a run-time scheduler which frees the
programmer from static scheduling considerations. The programmer specifies
chunks of work which can be performed in parallel by describing them using the
CILK programming language. The chunks are assigned to processors by the high-
level scheduler. The low-level scheduler marshalls the chunks to be performed by
a particular processor.

The CILK scheduler implements a scheduling policy called work stealing. The
low-level scheduler maintains a queue of chunks to be executed. It removes a
chunk of work from the front of the queue and executes it. When the queue
is exhausted the low-level scheduler steals chunks from the back of a queue be-
longing to another thread. This makes the scheduling task scalable, because the
centralised high-level scheduler is only involved in the initial assignment of the
chunks to the queues of each processor.

Intel’s Threading Building Blocks product [Int09] is a parallel programming
solution for Chip Multi-Processors. Threading Building Blocks applications are
written in the C++ programming language and the Threading Building Blocks
product is implemented as a library which is linked with the application. The
product includes a two-level work stealing scheduler which dynamically schedules
chunks of work provided to it on a work-list. This scheduler is similar to that
provided by CILK. However, Threading Building Blocks frees the programmer
from having to learn a new programming language in order to make use of a
two-level scheduler. Reinders provides an accessible introduction to the features
of the Threading Building Blocks product [Rei07].

6.4.4 Previous work

Ansari proposes a scheduling technique called Dynamic Transactional Reordering
[ALK™09]. This technique reduces wasted work by re-trying conflicting transac-
tions serially so that they do not repeatedly conflict. It also attempts to avoid
both isolation and progress pathologies by implementing a transaction aware work
stealing scheduler.

Ansari proposes a scheduling technique based on using information obtained
by profiling transactional applications [AJKT09]. Profiling information can be
used as input to a scheduler which anticipates conflicting transactions and sched-

ules them to execute serially. Ansari notes that the speed-up obtained by reducing
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wasted work does not always overcome the scheduling overheads.

The high overhead associated with the distribution and scheduling of parallel
work can be contrasted with the low overhead of scheduling Memory Transac-
tions assumed in the Transactional Memory literature. Warg describes how the
overhead of thread creation prevents fine grained speculative execution on a Chip
Multi-Processor from being worthwhile [WS01]. However, some studies of specu-
lative execution assume that the time required to create and schedule a thread is
lower than the access time to the first level cache. Quinones describes an infras-

tructure for speculative execution which assumes a thread creation time of ten
clock cycles [QuMST05].

6.4.5 Transaction granularity

The overhead of scheduling concurrent work places a lower bound on the gran-
ularity of transactions that are worthwhile scheduling. Transaction granularity
influences many aspects of Transactional Memory system design. Assumptions
about transaction granularity influence the style of transactional programming
a system permits. For example, at a fine level of transaction granularity it is
possible for a compiler to analyse the instructions within a Memory Transaction,
whereas at a coarser level of granularity the compiler is less able to reason about
the execution.

At a fine level of transaction granularity the amount of speculative state pro-
duced by a Memory Transaction is small and the probability that transactions
conflict is small, so the amount of work wasted when a conflict is detected is
small and the likelihood of work being wasted is low. However, at a coarse level
of transaction granularity large amounts of speculative state are produced and
the probability of conflict is high, so the amount of work wasted when a conflict
is detected is large and the likelihood of work being wasted is high.

To make use of a two-level scheduler the programmer divides an application
into chunks of work that are large enough to be worthwhile scheduling. If the
chunks are too small then the overheads associated with scheduling each chunk
can outweigh the benefits of executing it in parallel with other chunks. If the
chunks are too large then the scheduler may not be able to load-balance the work
evenly among processors. In practice, it is often difficult to divide an application
into suitably sized chunks because it is the expected execution time that deter-

mines chunk size. The execution time of the chunks is typically dominated by
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the latency of cache misses, which are difficult to predict.

The overhead of scheduling concurrent work is high. Threading Building
Blocks requires that a chunk of work should contain at least 10,000 instructions
[Int09]. The documentation does not define an instruction in this context but
assuming that an instruction completes each cycle, a chunk of work should have an
elapsed execution time of at least 10,000 clock cycles to be worthwhile scheduling.
In practice, it is difficult to divide an application into transactions which take at
least 10,000 clock cycles to execute.

The number of clock cycles required to perform a data structure access is nor-
mally dominated by the latency of cache misses. Jacob found that the latency of
a single cache miss is around 200 clock cycles and that the latency of consecutive
cache misses to dis-contiguous locations is considerably longer [Jac09]. A func-
tion acting on a large memory resident data structure may require thousands of
clock cycles to execute so functions that access a data structure are potentially

worthwhile scheduling for concurrent execution.
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